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#### Abstract

: Queuing theory is a major topic of applied mathematics that deals with phenomenon of waiting and arises from the use of powerful mathematical analysis to describe production processes. This study examines the use of production capacity of facilities in Fujitsu Components (M) Sdn. Bhd. based on queuing theory. The aim of this study is to achieve an appropriate queuing analytical model and determine its performance measures by analyzing the capacity requirements and estimating manufacturing cycle times. Field study has been conducted in several production departments in Fujitsu Components ( M ) and production data has been collected through self-timing, past collected data and recorded data approach. The production processes has been simplified into seven independent series of stations, which are Stamping, Riveting, Cutting, Bending, Packing and two Inspection stations. The capacity requirement has been determined by utilization factor where the benchmark equal to one.

This study then represents the data in form of queuing analytical model to analyze the performance measures. The queuing analytical model later identified that all stations having enough capacity ( $\mathrm{uj}<1$ ) to achieved the production planned with slightly higher utilization occur in stamping and riveting stations. Several suggestions have been discussed in order to improve the performance measures. Results for this study clearly show that queuing theory is very useful and practical in evaluating the capacity requirement of the production system facilities.
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## Nomenclature

| $\mathrm{A}_{\mathrm{j}}$ | $=$ | availability of a resource at station j |
| :--- | :--- | :--- |
| $\mathrm{B}_{\mathrm{i}}$ | $=$ | job size of product i at release |
| $\mathrm{c}^{\mathrm{a}}{ }_{j}$ | $=\quad$the squared coefficient of variation (SCV) <br> of interval times at the resource j |  |
| $\mathrm{C}_{\mathrm{j}}^{+}$ | $=\quad$ SCV of the aggregate process time |  |


| $\mathrm{C}^{*}{ }_{\text {j }}$ | $=$ | SCV of modified aggregate process time |
| :---: | :---: | :---: |
| $\mathrm{C}^{+}{ }_{\text {ij }}$ | = | SCV of the total process time |
| $\mathrm{C}_{\text {ij }}{ }^{\text {d }}$ | = | SCV of the setup time |
| $\mathrm{C}_{\text {ij }}{ }^{\text {d }}$ | = | SCV of the part process time |
| k | = | batch size number |
| $\mathrm{m}_{\mathrm{j}}^{\mathrm{f}}$ | = | mean time to failure for a resource at station $j$ |
| $\mathrm{m}_{\text {j }}^{\text {j }}$ | = | mean time to repair for a resource at station j |
| $\mathrm{M}_{\mathrm{j}}$ | $=$ | throughput time multiple at station j |
| $\mathrm{n}_{\mathrm{j}}$ | = | the number of resources in the workstation j |
| $\mathrm{R}_{\mathrm{i}}$ | = | the sequence of stations that the product i must visit |
| $\mathrm{R}_{\mathrm{ij}}$ | $=$ | the subsequence that precedes station j |
| $\mathrm{S}_{\mathrm{ij}}$ | = | mean job setup time of product $i$ at station $j$ |
| Ti | $=$ | desired throughput of product i |
| $\mathrm{t}^{+}{ }_{\text {ij }}$ | $=$ | total process time of product i at station j |
| $\mathrm{t}_{\mathrm{ij}}$ | $=$ | mean part process time of product $i$ at station $j$ |
| $\mathrm{t}^{\text {j }}$ | = | modified aggregate process time at the workstation $j$ |
| $\mathrm{TT}_{\mathrm{i}}$ | = | the total throughput time of jobs of product i |
| $\mathrm{TT}^{\text {j }}$ | = | the average throughput time at station j |
| $\mathrm{u}_{\mathrm{j}}$ | $=$ | the average resource utilization |
| $\mathrm{V}_{\mathrm{j}}$ | $=$ | set of products that visit the workstation |
| $\mathrm{X}_{1}$ | = | release rate of product i (jobs per hour) |
| $\mathrm{Y}_{\text {i }}$ | = | cumulative yield of product $i$ through $\mathrm{R}_{\mathrm{i}}$ |
| $\mathrm{Y}_{\mathrm{ij}}$ | = | cumulative yield of product i through $\mathrm{R}_{\mathrm{ij}}$ |
| $y_{\text {ik }}$ | = | yield of product i at station k |

## 1. Introduction

Many manufacturing systems can be modeled as a network of queues. When manufacturing systems created, a danger arises that these resources may interfere with one another. For example, if a part must pass through two machines before it is completed, and one of those machines is out of order (down, failed, or other terms) then the other cannot be used. In addition, a production system may have insufficient available capacity to achieve the desired throughput. This happens because a perfectly good facility forced to wait. Since major field of manufacturing cycle time is due to queuing, evaluating the capacity of production system resources closely related to the issue of estimating manufacturing cycle times. For these reason it is important to study from queuing theory model to measure system performance and optimization facilities to guide the capacity planning decision.

The main objective of this study is to apply queuing theory in determining and analyzing the use capacity from the production facilities for a complete production process. The study is also conducted with intention to create an analytical model for the facility that involve in the production flow and see how it affects the performance of the
manufacturing system by analyzing the capacity requirements and estimating the manufacturing cycle times. Thereupon the aims of this study are to achieve an appropriate queuing mathematical model and determine the performance measures of the queuing model.

The study will be emphasis on the complete production process for the product, which is from an early stage input until end product output. The study will also focus on the related facilities/work station involved in the production flow for selected part/product and attention is given only for discrete part flow.

The study will not involve others element that influence the use capacity such as plant layout, human factors/errors, facilities and product design and others. Besides that, this study will only take into account the steady state queuing system since the transient state is far too complex. Some of the expected results for this study are:

- Being able to establish an analytical model for the production facility which be related to the study.
- Gain the use rate for the workstation as well as total manufacturing cycle time for selected part/product and make improvement suggestions to improve the performance measures.
- Being able to identify the variable parameters that affect the performance measures or analytical model developed.


## 2. Related work

Main interest in the capacity planning is the utilization. Utilization refers to the amount of output of a production facility relative to its capacity. This expression often defined as the proportion of time that the facility is operating relative to the time available under the definition of capacity, and usually the result is expressed as a percentage (\%). Utilization is useful measures of performance in a manufacturing plant especially in providing a measure of how well production facilities are being used. If the utilization is low, the facility has not operated nearly to its capacity. Otherwise if utilization is very high (near 100\%), it
mean that the facilities are being fully utilized.
Many authors have described capacity planning methods that are part of traditional manufacturing planning and control systems. Typical objectives include minimizing equipment costs, inventory, and throughput time. These approaches do not consider how the product design affects the manufacturing system performance. Taylor et al. (1994) uses a capacity analysis model to determine the maximum production quantity that an electronics assembly facility can be achieved. The analysis has done for a set of existing products and the detailed design of a new product. If the maximum production quantity is insufficient, the product design is changed so that its manufacture avoids a bottleneck resource, which increases the achievable production quantity to an acceptable level. This work does not estimate throughput time.

Bermon et al. (1995) present a capacity analysis model for a manufacturing line that produces multiple products. His approach does not focused on product design but it
is oriented towards decision support and quick analysis. They define available capacity utilization as the number of operations that a piece of equipment can perform each day. Given information about the equipment available, the products, and the operations required, their approach allocates equipment capacity to satisfy the required throughput and availability constraints. To model the relationship between utilization and queue time, his approach uses a queuing model approximation. Thus, the approach can determine if the manufacturing line has sufficient capacity to meet the required production and achieve reasonable throughput times.

## 3. Methodology

An important application area of queuing models for this study is production systems with concentration on a product and work centers. Queuing models are particularly useful for this system in terms of capacities and control. There are two method in conducting the research which are analytical and practical. The primary analytical method applied in this paper is analysis of the modeling, while for practical the approach is through observation. The analysis has been made based on state model method where the related data such as data for product and workstation as well as data for setup and processing time are collected. The state model method is the mathematical analysis of the network of queues, as represent by Figure (1), where all the feasible states of the Markov chain describing the model are identified, and after the steady-state probabilities are solved for, the various performance measures are calculated. The study will also take consideration on process sequential, types and related processing time of workstation and product involved. Capacity of the production facility is the focus of this study as well as other related data.


Figure 1: Model of queue network

There are several mechanism of collecting data and information used in conducting the research, which supposedly rely on the environment and situation at the selected plant. There are three major methods to procure the data from the production line according to the desire mechanism and it depends on the situation available in the selected company. The mechanism can be categorized as follow:

- record data (check list)
- past collected data
- self timing

After all the data are collected, the information is then transferred into the analytic models to get the real picture of the system. This done after the data has been arranged and simplified. In this section, we show how queuing theory can be used to model
capacity usage of the production facility systems, in accordance with the ideas depicted in the introduction. This done by presenting an example for such an application: using formulations and methods adopted from queuing theory. A model for a queuing network of arbitrary size and structure is constructed and analyzed.

The manufacturing system model requires the following data about the product: the part arrival rate number of parts per time unit of factory operation, the batch size number of parts at order release, and the sequence of workstations that each job must visit. The model also requires the following data for each workstation: the number of identical resources available, the mean job setup time, the mean part processing time, and the normal yield.

Given the input data, the analytical model aggregates the part processing times and job setup times to estimate the mean and SCV of the job processing times at each workstation. Then, it approximates the manufacturing cycle time at each workstation, the total manufacturing cycle time, the throughput, and the utilization which represent capacity requirement.

### 3.1 Yield

The cumulative yield is the product of the yields at each station that the product visits.

$$
\begin{align*}
\mathrm{Y}_{\mathrm{ij}} & =\prod_{k \in R_{i j}} y_{i k}  \tag{1}\\
\mathrm{Yi} & =\prod_{k \in R_{i}} y_{i k}  \tag{2}\\
\mathrm{x}_{\mathrm{i}} & =\frac{T_{i}}{\left(B_{i} Y_{i}\right)}  \tag{3}\\
\mathrm{A}_{\mathrm{j}} & =\frac{m_{j}^{f}}{m_{j}^{f}+m_{j}^{r}} \tag{4}
\end{align*}
$$

### 3.2 Yield

The time spend by a job at station j is the sum of the part processing times and the setup time. The job size depends on the cumulative yield of the preceding operations.

$$
\begin{align*}
& t_{i j}^{+}=\mathrm{B}_{\mathrm{i}} \mathrm{Y}_{\mathrm{ij}} \mathrm{t}_{\mathrm{ij}}+\mathrm{s}_{\mathrm{ij}}  \tag{5}\\
& \left(t_{i j}^{+}\right)^{2} c_{i j}^{+}=\mathrm{B}_{\mathrm{i}} \mathrm{Y}_{\mathrm{ij}} t_{i j}^{2} c_{i j}^{i}+s_{i j}^{2} c_{i j}^{S}  \tag{6}\\
& t_{j}^{2}=\frac{\sum_{i \in V_{j}} x_{i} t_{i j}^{+}}{\sum_{i \in V_{j}} x_{i}}  \tag{7}\\
& \left(t_{j}^{+}\right)^{2}\left(c_{j}^{+}+1\right)=\frac{\sum_{i \in V_{j}} x_{1}\left(t_{i j}^{+}\right)^{2}\left(c_{i j}^{+}+1\right)}{\sum_{i \in V_{j}} x_{i}} \tag{8}
\end{align*}
$$

Equation (9) and (10) modify the mean and SCV for the process times by adding the effects of resource availability.

$$
\begin{align*}
& t_{j}^{*}=\frac{t_{j}^{+}}{A_{j}}  \tag{9}\\
& c_{j}^{*}=c_{j}^{+}+2 \mathrm{~A}_{\mathrm{j}}\left(1-\mathrm{A}_{\mathrm{j}}\right) \frac{m_{j}^{r}}{t_{j}^{+}} \tag{10}
\end{align*}
$$

### 3.3 Performance Measures

The performance measures of interest are $\square T T_{j}{ }_{j}$, the average throughput time (manufacturing cycle time) at each workstation, and $T T_{i}$ which is the total manufacturing cycle time of jobs of product $i$. Another important quantity is $u j$, the utilization of the resources at station $j$. The manufacturing cycle time at each workstation is the sum of the average waiting time in the queue plus the average job processing time. The total manufacturing cycle time is the sum of the workstation manufacturing cycle times.

$$
\begin{align*}
& \mathrm{u}_{\mathrm{j}} \quad=\frac{t_{j}^{*}}{n_{j}} \sum_{i \in V_{j}} x_{i}  \tag{11}\\
& \mathrm{TT}_{\mathrm{i}}^{*}=\frac{1}{2}\left(c_{j}^{a}+c_{j}^{*}\right) \frac{u_{j\left(\sqrt{\left.2 n_{j}+2-1\right)}\right.}^{n_{j}\left(1-u_{j}\right)}}{} t_{j}^{*}+t_{j}^{*}  \tag{12}\\
& \mathrm{TT}_{\mathrm{i}}=\sum_{i \in R_{i}} T T_{j}^{*} \tag{13}
\end{align*}
$$

### 3.4 Sensitivity Analysis

This analytical model allows one to evaluate how system performance, average throughput time (cycle time) changes when parameters such as the processing time or arrival rate change.

$$
\begin{aligned}
& \mathrm{M}_{\mathrm{j}}=\frac{1}{2}\left(c_{j}^{a}+c_{j}^{*}\right) \frac{u_{j\left(\sqrt{\left.2 n_{j}+2-1\right)}\right.}}{n_{j}\left(1-u_{j}\right)}+1 \\
& =\frac{T T_{j}^{*}}{t_{j}^{*}}
\end{aligned}
$$

Any station $j$ with the utilization $u_{j} \geq 1$ has insufficient capacity to achieve the desired production rate of the existing products and the new product. If the sum of $T T_{i}$ is unacceptably large, then consider the stations with the highest utilization $u_{j}$, throughput time (cycle time) at each station $\square T T_{j}$, and throughput time multiple $M_{j}$. The operations that occur at these stations should be examined, and the suggestions are given on how to reduce the processing times at these operations.

## 4. Result and Discussion

There are several data collected from the production line before the analysis conducted. Data collected refer to the requirement of manufacturing model to suit the queuing theory, and they are grouped into each station by part and month. The input is the critical manufacturing process information of the product such as the setup and processing time as well as batch size and yield rate.

Availability is defined using two other reliability terms, mean time to failure $m_{j}^{r}$ and mean time to repair $m_{j}^{f}$. The $m_{j}^{f}$ indicates the average length of time between breakdowns of the resource. The $m_{j}^{r}$ indicates the average time required to service the equipment and put it back into operation when a breakdown occurs. For the purposes of this study, availability analysis has done only on three main stations, which
are on stamping station, riveting station and cutting/bending station. For this paper, only result for stamping station is shown as stated in Table (1) and Figure (2).

| Part | Stationary <br> Terminal Contact <br> $\left(A_{j}\right)$ | Movable Spring | Break Stationary <br> Spring <br> $\left(A_{j}\right)$ |
| :---: | :---: | :---: | :---: |
| Denth | $\left(A_{j}\right)$ | 0.7505 |  |
| January | 0.7676 | 0.8908 | 0.9487 |
| February | 0.8865 | 0.8999 | 0.9030 |

Table 1. The availability analysis for stamping station.


Figure 2 : Distribution of availability in stamping section.
The facility environment of these relay components is a batch manufacturing system. The facility gets their raw material in shape of coil. There are stamping machine tools which capable of forming the required holes and shape. The facility has the riveting machine for the purpose of contact riveting. Apart from that, there are a number of cutting and bending machines which are
controlled by three employees. The facility has also two employees to handle the packing and recording process. All inspection station as well as packing station are assumed to be perfectly reliable $(A j=1)$. The results for desired product throughput and process plans are shown in Table (2) and (3).

| Product $\boldsymbol{i}$ | Stationary <br> Terminal Contact | Movable <br> Spring | Break Stationary <br> Spring |
| :--- | :---: | :---: | :---: |
| Throughput $T_{i}$ (parts/hour) | 2,520 | 2,465 | 2,425 |
| Batch size $B_{i}$ (pcs) | 12,000 | 15,000 | 29,000 |
| Release rate $x_{i}$ (batches/hour) | 0.2198 | 0.1721 | 0.0901 |

Table 2 : Desired product throughput (January)

| Product $\boldsymbol{i}$ | Stationary Terminal | Aggregate |  |
| :---: | :---: | :---: | :---: |
| Job processing time | $t_{1 j}^{+}$ | $t_{j}^{*}$ | $c_{j}^{*}$ |
| $j=1$ : Stamping | 2,700 sec | 61.1330 min | 2.2154 hr |
| $j=2$ : Inspection | 2,566.08 sec | 42.7680 min | $2.3815 \times 10^{-8} \mathrm{hr}$ |
| $j=3$ : Riveting | 3,132.88 sec | 53.3729 min | 0.1952 hr |
| $j=4$ : Cutting | 7,065.12 sec | 120.3639 min | 0.0108 hr |
| $j=5$ : Bending | $7,881.60 \mathrm{sec}$ | 134.2737 min | $9.6970 \times 10^{-3} \mathrm{hr}$ |
| $j=6:$ Inspection | 2180.70 sec | 36.3450 min | $3.6228 \times 10^{-8} \mathrm{hr}$ |
| $j=7$ : Packing | 3,623.10 sec | 60.3850 min | $7.0747 \times 10^{-7} \mathrm{hr}$ |

Table 3 : Process plans (January)
The average resource utilization at each station for product of Stationary Terminal Contact in January is presented in Table (4) and Figure (3). Since all $u_{j}<1$, all of the stations have sufficient capacity to achieve the production planned. Table (5) summarizes queuing network model for estimating of the average throughput time at each workstation. The total is 10.299 hours. This table also shows the throughput time multiple for the products. Note that the stamping, cutting and bending have the largest throughput times. Stamping station has the largest throughput time multiple.


Figure 3 : Distribution of utilization (January) for each product and station

| Station | $\boldsymbol{j}$ | Utilization, $\boldsymbol{u}_{\boldsymbol{j}}$ |
| :--- | :---: | :---: |
| Stamping | 1 | 0.4911 |
| Inspection | 2 | 0.3436 |
| Riveting | 3 | 0.4288 |
| Cutting | 4 | 0.3223 |
| Bending | 5 | 0.3596 |
| Inspection | 6 | 0.2920 |
| Packing | 7 | 0.2426 |

Table 4 : Resource utilization (January)
Figure (4) shows the throughput time at each workstation while Figure (5) show the throughput time of jobs. Based on these figures we can conclude that Break

Stationary Spring has a higher throughput time compared to the others. This happens because of batch size quantity is big enough in respect to its desired throughput. These parameters should be examined in order to reduce the throughput time.

Table (5) shows the throughput time multiple for the each product. Note that the stamping has slightly large throughput time multiple although the utilization for the station is less than 1 , which mean this station is considered to have enough capacity to fulfill the master production schedule for the existing products. However processing time for stations with slightly higher throughput time multiple $M j$, as stamping station, should be considered because this indicates the stations need more accurately in respect to throughput time estimating.

| Station | $\boldsymbol{j}$ | Throughput Time, <br> $T T_{j}^{*}$ | Multiple, <br> $M_{j}$ |
| :--- | :---: | :---: | :---: |
| Stamping | 1 | 2.3538 hr | 2.3102 |
| Inspection | 2 | 0.8061 hr | 1.1309 |
| Riveting | 3 | 1.1217 hr | 1.2610 |
| Cutting | 4 | 2.0379 hr | 1.0157 |
| Bending | 5 | 2.2836 hr | 1.0204 |
| Inspection | 6 | 0.6682 hr | 1.1031 |
| Packing | 7 | 1.0277 hr | 1.0211 |
| Total |  | $\mathbf{1 0 . 2 9 9 0} \mathbf{~ h r}$ |  |

Table 5 : Throughput time estimate (January)


Figure 4 : Average throughput time at each station, $\mathrm{TT}^{*}{ }_{\mathrm{j}}$


Figure 5 : Average throughput time of jobs, $\mathrm{TT}_{\mathrm{i}}$ for each product.
Possible improvements for these workstations are by changing the present workstation into parallel server machine or M/M/2 queuing system. Further analysis and complete materials on M/M/2 queue are available from Gross and Harris in 1998. This method is believed to able to reduce the work-in progress inventory stored in storage buffer. Another advantage of this solution is
capable to improve the queuing stability. Another way of improvement is by obtaining the optimal productivity. This approach is accomplished by assigned work force at the workstation to job specialization. In addition, for better control, detailed working procedure at each substation need to be created and implemented. Beside fully utilized the machine is available, another advantage is production time can be shortened by learning curve effect due to repetition.

## 5. Conclusion

The study has shown that queuing theory is able to be applied to analyze production system comprehensively. The capability of the theory to provide system design guidelines, capacity analysis and estimating throughput times make it more effective for process planner in planning their production schedule and future improvement. Apart from that performing this approach early in the product development process can reduce product development time. Estimating the capacity analysis and manufacturing cycle time early helps reduce the total product development time as well as time to market by avoiding redesigning later in the process. By using queuing theory approach, the product development team can evaluate each product and facilities implicated by comparing its manufacturing requirements to available capacity and estimating manufacturing cycle time.

This study has developed decision support tools that perform queuing theory analysis in particular case study being conducted. This tool employs an approximate queuing network model that estimates the throughput and calculates the capacity requirement. This tool is capable to quickly evaluate changes of the manufacturing system. However, this study has also some extend of limitation. The result of this study
has established based only on steady state data, while the actual production environment was mixture of both transient stage and steady state. Actual transient production system is far too complex and difficult to determine. Future works or studies are needed by adding simulation or computational effort so that the system is able to be modeled perfectly. Queuing theory and simulation are believed to work hand in glove to uncover and smooth out some of the rough spots in a productive.
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